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ABSTRACT: In situ sea surface temperature (SST) measurements play a critical role in the calibration/validation (Cal/Val)

of satellite SST retrievals and ocean data assimilation. However, their quality is not always optimal, and proper quality

control (QC) is required before they can be used with confidence. The in situ SST Quality Monitor (iQuam) system was

established at the National Oceanic and Atmospheric Administration (NOAA) in 2009, initially to support the Cal/Val of

NOAA satellite SST products. It collects in situ SST data frommultiple sources, performs uniformQC, monitors the QCed

data online, and distributes them to users. In this study, the iQuam QC is compared with other QC methods available in

some of the in situ data ingested in iQuam. Overall, the iQuamQC performs well on daily to monthly time scales over most

global oceans and under a wide variety of environmental conditions.However, it may be less accurate in the daytime, when a

pronounced diurnal cycle is present, and in dynamic regions, because of the strong reliance on the ‘‘reference SST check,’’

which employs daily low-resolution level-4 analyses with no diurnal cycle resolved. The iQuam ‘‘performance history

check,’’ applied to all in situ platforms, is an effective alternative to the customary ‘‘black/gray’’ lists, available only for some

platforms (e.g., drifters and Argo floats). In the future, iQuamQCwill be upgraded [e.g., using improved reference field(s),

with enhanced temporal and spatial resolutions]. More comparisons with external QC methods will be performed to learn

and employ the best QC practices.
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1. Introduction

In situ sea surface temperatures (SST) serve as ‘‘ground

truth’’ for the calibration and validation (Cal/Val) of satellite

SST retrievals (e.g., Saunders 1967; Strong and McClain 1984;

Kilpatrick et al. 2001; Brisson et al. 2002; Donlon et al. 2002;

Merchant et al. 2006; Castro et al. 2008; O’Carroll et al. 2008;

Petrenko et al. 2014). They are also assimilated in ocean

analysis and forecast models and are often used to ‘‘bias cor-

rect’’ various satellite inputs (e.g., Reynolds et al. 2007;

Brasnett and Surcel-Colan 2016; Akella et al. 2017; Chin et al.

2017; Storto and Oddo 2019). However, their quality, geo-

location, and time attribution may not be known or optimal.

Many drifting and moored buoys often remain unattended for

years in a hostile environment, and ship records have higher

odds of being subject to human errors (e.g., Xu and Ignatov

2010, and references therein). Oftentimes, biases and noise in

the data are platform-type and individual-sensor specific (e.g.,

Ingleby 2010; Xu and Ignatov 2016). Additional errors may

occur when data are transmitted from the in situ platform to

the satellite and back to the ground, and during their distri-

bution via the Global Telecommunications System (GTS) (Xu

and Ignatov 2010). A small fraction of erroneous or improperly

geolocated/time-stamped in situ measurements may signifi-

cantly affect the results of satellite Cal/Val. Because of their

relatively sparse distribution, if erroneous values are as-

similated, they can cause immediate spurious overtuning

and error propagation (Ingleby and Huddleston 2007).

Therefore, proper quality control (QC) is required before

in situ SST data can be used with confidence.

The need for QCing in situ data was recognized in the early

years of satellite SST (e.g., Strong andMcClain 1984). However,

QC practices have been largely ad hoc, undocumented, non-

uniform and overly simplistic. For example, a very common

approach to detecting outliers used to be setting a constant [or a

multiple of standard deviation (SD)] threshold on the deviation

of the in situ SST from a climatological or analysis reference field

(e.g., Llewellyn-Jones et al. 1984; Kilpatrick et al. 2001; Brisson

et al. 2002). As in situ SST QC methods evolved toward being

more sophisticated and systematic, more-advanced QC algo-

rithms were established (e.g., Slutz et al. 1985; Lorenc and

Hammon 1988; Ingleby and Lorenc 1993; Rayner et al. 2006;

Ingleby and Huddleston 2007; Woodruff et al. 2008; Beggs

et al. 2012; Atkinson et al. 2013; Xu and Ignatov 2014; Kent

et al. 2019). Details of such QC methods will be introduced in

section 2.

The National Oceanic and Atmospheric Administration

(NOAA) is responsible for a wide range of operational and

reprocessed satellite and blended SST products (Xu and Ignatov

2010, 2014). To support their accurate and consistent Cal/Val,

the in situ SSTQualityMonitor system (iQuam) was established

in 2009 (Xu and Ignatov 2014; www.star.nesdis.noaa.gov/

socd/sst/iquam). The iQuam collects in situ SSTs from as

many platforms and data producers as possible, and per-

forms an advanced, flexible, and unified community con-

sensus QC on all data. Some input data come with their own

QC. These external quality flags (QFs) are not applied in

iQuam, but retained in the output files, for completenessCorresponding author: Haifeng Zhang, Haifeng.zhang@noaa.gov
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and further use by the interested users. Last, these QCed

data are monitored online, and distributed to SST data pro-

ducers and users.

Overall, the iQuam QC proved efficient and accurate

and well suited for many Cal/Val and data assimilation

applications (e.g., Xu and Ignatov 2010, 2014, 2016).

However, some issues have been raised, such as the dis-

carding of good quality SSTs when large diurnal warming

events occur (e.g., Zhang et al. 2019). As a first step toward

improving the iQuam QC, this study compares the per-

formance of the iQuam QC with other QCs, available from

some of the external data sources. This paper is organized

as follows: section 2 introduces the datasets and different

QC methods, section 3 presents the results of comparisons

between iQuam and other QC schemes, and section 4

concludes the paper by discussing the results and outlines

future work.

2. Datasets, QC schemes, and method

a. Datasets

Since its establishment in 2009, iQuam has been regularly

updated. For each newer version, more in situ measurements

from different platforms are being incorporated into the sys-

tem, among other improvements. The current iQuam version

v2.1 incorporates in situ SSTs from the following platforms:

conventional ships (e.g., via bottles or engine room intake

waters), drifting buoys, tropical (T-) and coastal (C-) moorings,

Argo floats (Roemmich et al. 2009), high-resolution drifters

(i.e., typically featured by a 0.01-K report resolution; e.g., Le

Menn et al. 2019; Poli et al. 2019), IntegratedMarine Observing

System (IMOS) ships (which employ high quality hull-sensor

measurements; Beggs et al. 2012), and Coral Reef Watch

(CRW) coastal buoys (M. Eakin and E. Geiger 2015, personal

communication). Multiple data for the same platform may be

extracted from different data sources produced at different

agencies, to ensure data completeness and best quality, at

the expense of some redundancy. For example, commercial

ships, drifting buoys, and T- and C-moorings in iQuam v2.1

are obtained from at least three sources during the satellite

SST era [which started in 1981, when the first Advanced

Very High Resolution Radiometer second-generation in-

strument (AVHRR/2), with a split-window capability, was

launched on board the NOAA-7 satellite]: the International

Climate Ocean–Atmosphere Dataset (ICOADS; Freeman

et al. 2017), the NOAANational Centers for Environmental

Prediction (NCEP) GTS near-real-time stream, and the U.S.

GlobalOceanDataAssimilation Experiment (GODAE) Fleet

Numerical Meteorology and Oceanography Center (FNMOC).

For more details, refer to Xu and Ignatov (2014) and the iQuam

website (https://www.star.nesdis.noaa.gov/socd/sst/iquam/

about.html).

In iQuam, only some input datasets come with relatively

complete and well-documented QC, including ICOADS,

Argo, and IMOS ships. The iQuam QC is evaluated in this

study against these three external QC schemes, using mea-

surements from the respective platforms. Therefore, only

these datasets and their QC schemes are introduced here.

1) ICOADS DATA

The ICOADS is a global ocean surface and marine meteo-

rological dataset, formed by merging many U.S. and interna-

tional data sources, obtained from ships, moored and drifting

buoys, coastal stations, and other marine platforms (e.g., Slutz

et al. 1985; Woodruff et al. 2011; Freeman et al. 2017).

Variables in ICOADS include SST, air temperature, wind

direction and speed, pressure, humidity, and cloudiness.

ICOADS release 3 (R3.0) is the largest collection of surface

marine observations spanning from 1662 to the present day

(Freeman et al. 2017, 2019). ICOADS R3.0 comprises two

archives: delayed-mode (DM; prior to 31 December 2014)

and near–real time (NRT; from 1 January 2015 to the

present). All ICOADS R3.0 data ingested in iQuam are

downloaded from the National Center for Atmospheric

Research (NCAR) without using any filters to exclude data.

2) ARGO DATA

Argo is a global array of free-drifting and profiling floats for

observing temperature, salinity and currents in the upper

2000m of the ocean (Roemmich et al. 2009). Between 3500 and

4000 Argo floats are active at the time of this writing, covering

the global oceans from 608N to 608S (with the exception of

marginal seas and coastal areas) near uniformly with a roughly

38 latitude/longitude (300 km) spacing, on average. Typically,

Argo floats do not sample above the ;4-m depth, where the

pump shuts off to protect the salinity sensor. Because of a

strong interest in the satellite SST and salinity communities, a

limited number of new experimental Argo floats have been

deployed since 2008 that carry also an auxiliary surface tem-

perature and salinity (STS) conductivity–temperature–depth

(CTD) sensor to sample the top layer of the ocean up to

approximately 20-cm depth at steps of ;10 cm (Anderson

and Riser 2014). In iQuam, Argo data are downloaded once

daily from three different sources: the NOAA National

Centers for Environmental Information (NCEI; https://

data.nodc.noaa.gov/argo/gadr/data/); the Institut français
de recherche pour l’exploitation de la mer (IFREMER;

Brest, France); and the FNMOC, mainly for fallback and

redundancy. Our experience suggests that the data holdings

in these three centers are similar but not identical.

3) IMOS SHIP DATA

From 2008, theAustralian IMOS has enabled SST data to be

supplied in real time (RT; within 24 h) from hull-contact sen-

sors on commercial vessels and water injection sensors on

research vessels in the Australian region. Six vessels use

hull-contact temperature sensors, and nine other vessels use

thermistors located in water intakes. The IMOS ships are

intended to provide in situ SST observations in the sparsely

sampled regions, such as the coastal areas of Australia and

the Southern Ocean. In contrast to traditional ship SST

observations, which are made through engine water intakes

and often suffer from the heating in the engine room, the

IMOS ship SST measurements obtained from hull-contact

sensors have exhibited overall quality that is similar to that

of drifting and moored buoys (Beggs et al. 2012).
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b. Quality control methods

1) IQUAM QC

The iQuam QC represents one of the most inclusive and

systematic in situ SST QC systems (Xu and Ignatov 2014), as

briefly summarized here. The QC includes five binary checks:

1) duplicate removal, which deletes duplicates that arise from

multiple transmissions or merging multiple datasets; 2) plau-

sibility check, which evaluates whether a value is at a reason-

able geolocation (e.g., not over land), as well as within a

physical SST range (i.e., from 228 to 1358C); 3) platform

track check, which makes sure that consecutive locations

of a platform (identified by its ID number) are consistent

with the respective time stamps, assuming that the platform

cannot move faster than a predefined maximum speed

(i.e.,,17m s21 for ships and,3.75 m s21 for drifters; Xu and

Ignatov 2014); 4) SST spike check, which employs the same

logic and algorithm as the track check except that the

maximum SST gradient in space and time is checked, instead

of travel speed; and 5) identifier (ID) check, performed to

determine whether the ID field of a measurement is valid.

More advanced QC includes two Bayesian checks, namely, a

reference check (RC) and a buddy check (BC). Rather than

setting a simple threshold as in some previous RC checks,

the approach by Lorenc and Hammon (1988) is employed in

iQuam. The RC proves to be the most critical of all iQuam

checks, which screens out the most in situ data (Xu and

Ignatov 2014). In iQuam, two gap-free reference SST fields

are used: the Reynolds version-2 optimal interpolation (OI)

global 0.258 daily level-4 (L4) analysis (AVHRR only),

which dates back to September 1981 (Reynolds et al. 2007),

and the Canadian Meteorolgical Centre (CMC) L4 product,

comprising two versions: 0.28-resolution v1 (1 September

1991–31 December 2015) and 0.18 v2 (1 January 2016–

present) (Brasnett and Surcel-Colan 2016). Last, a BC is

performed on top of the RC. The BC updates the posteriori

probability of gross error by incorporating information from

nearby measurements (aka buddies). It may compensate for

some RC deficiencies (e.g., resulting from possible in-

accuracies in the reference field). Its effectiveness also de-

pends on the density of the neighbors and their data quality

(Xu and Ignatov 2014; Kent et al. 2019).

Note that these reference fields, which blend satellite

and in situ SST measurements, are intended to be foun-

dation SSTs, that is, at a depth where no diurnal warming

signal is present, which is often deeper than the depths

where many in situ platforms take their measurements.

Also, in situ data are point measurements, as opposed to L4

space-average measurements. Although perfect agree-

ment between an in situ measurement and the reference

field is therefore not realistic, the latter typically is a good

first guess for the former. The two L4 products employed in

iQuam were selected because of their long record and

quality, respectively, and their mutual complementarity

and reasonable redundancy.

The quality level (QL) in iQuam is defined using both

reference fields. Note that both RC and BC produce

continuous quality indicators that serve as the probabilities

of gross error (PGE; or P). Two PGE indices are used

here: 1) PGE without BC, P(RC)n, and 2) PGE P(QC)n,

where n represents the reference field (n5 1 for Reynolds,

and n 5 2 for CMC). The definition of QL 4 and 5 is as

follows:

d if P(RC)1 # 0.5 and P(QC)1 # 0.1 and P(RC)2 # 0.5 and

P(QC)2 G 0.1 then QL 5 5;
d else if P(RC)1# 0.5 and P(QC)1# 0.5 and P(RC)2# 0.5 and

P(QC)2 # 0.5 then QL 5 4.

Note that all providers’ QFs (e.g., ICOADS, Argo, and IMOS)

are reported in iQuam files, along with the iQuamQLs, so that

users have a choice of using one of the two, or both.

2) ICOADS QC

Similar to iQuam, ICOADS R3.0 delayed-mode (DM) QC

includes several prescreening checks, such as the duplicate

elimination, land lock, and track checks. In addition, there are

three major QF groups, as follows:

1) Two flags, ‘‘source ID’’ and ‘‘source exclusion,’’ are set in

ICOADS based on legacy rules to remove data from known

questionable sources during particular time periods.

2) Trimming flags are the result of ICOADS’ ownQC, defined

as normalized deviations of in situ SST from its background

average (calculated as a running median within monthly

28 3 28 boxes). The deviations are normalized against the

running lower and upper median deviations (‘‘sigmas’’) and

digitized to several discrete levels.

3) External flags inherited from the original sources include 1)

the National Climatic Data Center (NCDC) QF (produced

by the former NOAA NCDC, currently a part of the newly

formed NOAA NCEI), and 2) the World Ocean Database

(WOD)OceanStationData (OSD)flag (https://icoads.noaa.gov/

e-doc/imma/R3.0-imma1_short.pdf).

ICOADS NRT QC is less comprehensive than DM and is not

used in this study.

3) ARGO QC

There are up to 22 checks included in Argo QC (Argo

Data Management Team 2019; Wong et al. 2020). Basic QC

comprises several checks, including plausibility, platform

speed (,3 m s21), SST spikes, and SST physical range

(from 22.58 to 40.08C) (Wong et al. 2020). In several re-

gions, such as the Mediterranean Sea and the Red Sea,

Argo data will go through a further regional temperature

range test. There are also other checks unique to Argo

floats, such as the deepest-pressure and near-surface un-

pumped CTD salinity tests (Argo Data Management Team

2019). The overall Argo QL may take any of 10 values (0–9):

05 no QC performed; 15 good data; 25 probably good data;

3 5 probably bad data but may be correctable; 4 5 bad data;

5 5 value changed; 6 and 7 5 not used; 8 5 estimated value;

and 95missing value. Of the 10 values, QC flags of 1, 2, 5, or 8

are claimed to be good data (Argo Data Management Team

2019; Wong et al. 2020). The Argo DM data are generated up

to several months after the NRT data and overwrite those. The

current iQuamprocessing does not update NRTwithDMdata.
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FIG. 1. Normalized frequencies of DT5 Tin_situ 2 Tref for four ICOADS platform types from 2012 to 2014, stratified by iQuam/ICOADS

QFs: (left) reference (ref) 5 Reynolds and (right) reference 5 CMC.
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The current study incorporates both NRT and DM Argo data

as they are reported in iQuam v2.1.

4) IMOS QC

IMOS QC consists of several binary QC checks, in-

cluding duplicate removal, plausibility, and track checks,

and an RC that flags an SST value as ‘‘bad’’ if it exceeds 38C
above or below the most recent Australian Bureau of

Meteorology operational daily SST analysis, produced by

blending satellite and in situ SSTs. Beggs et al. (2012) in-

dicate that this RC is simply a warning flag and is not used

to reject data.

TABLE 1. Statistics from Fig. 1, including percentage of number of observations (NOB), mean (m)6 SD (s)and robust SD (RSD) of DT
against Reynolds and CMC reference fields, are shown for the three categories between iQuam and ICOADS QC for each platform.

Platform/category Percentage of NOB Against Reynolds m 6 s (RSD) (K) Against CMC m 6 s (RSD) (K)

Ships (100% 5 3 409 948)

IQ*IC 71.2 0.19 6 0.79 (0.66) 0.11 6 0.70 (0.57)

IQ-IC 19.2 0.26 6 0.85 (0.76) 0.22 6 0.77 (0.68)

IC-IQ 9.6 20.08 6 2.42 (2.93) 20.23 6 2.48 (3.47)

Drifters (100% 5 25 603 597)

IQ*IC 89.9 0.05 6 0.32 (0.26) 0.04 6 0.24 (0.21)

IQ-IC 6.1 20.06 6 0.35 (0.27) 0.03 6 0.30 (0.26)

IC-IQ 4.0 0.11 6 0.88 (0.85) 0.04 6 1.26 (1.24)

T-moorings (100% 5 1 728 170)

IQ*IC 87.7 0.06 6 0.32 (0.27) 0.05 6 0.22 (0.18)

IQ-IC 0.3 0.39 6 0.59 (0.52) 0.37 6 0.43 (0.40)

IC-IQ 12.0 0.09 6 0.38 (0.27) 0.09 6 0.33 (0.20)

C-moorings (100% 5 6 167 468)

IQ*IC 90.8 0.03 6 0.60 (0.44) 0.04 6 0.42 (0.29)

IQ-IC 7.2 0.02 6 0.74 (0.52) 0.06 6 0.45 (0.32)

IC-IQ 2.0 0.26 6 2.40 (2.35) 0.07 6 2.75 (2.83)

FIG. 2. As in Fig. 1, but for Argo floats and IMOS ships.
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5) CMS DRIFTER BLACKLIST, ARGO GRAY LIST, AND

IQUAM PERFORMANCE HISTORY CHECK

Le Centre de Météorologie Spatiale (CMS) in France

maintains an operational blacklist (BL) of drifting buoys,

which is essentially a platform-specific QC detecting abnormal

platforms, rather than individual measurements. The CMS BL

is generated from comparison of drifter SSTs with satellite

SSTs from available MetOp and NOAA satellites processed in

Lannion, France, and is automatically updated every 10 days.

The main criterion for acceptance in the CMS BL is a bias

larger than 1.5K relative to nighttime satellite SSTs from one

satellite (for two consecutive 10-day periods) or from two

satellites (for one 10-day period; e.g., Marsouin et al. 2015).

Similarly, if an Argo float is deemed to report unrealistic

data, it is added to the ‘‘gray list’’ (GL) maintained by the two

global data assembly centers (GDACs; GODAE in Monterey,

California, andCoriolis in Brest, France). The decision to add a

float to theGL comes from the principal investigator or from the

DM operator (Wong et al. 2020). A float is added to the GL

when its sensor drifts too strongly to be adequately corrected for

in the RT processing, or when the sensor is deemed to be mal-

functioning. Note that the ArgoGL is only set in RT files.When

an anomalous float is dead or the offending data have been

‘‘adjusted’’ inDM, it is removed from theGL (Wong et al. 2020).

See more details about the ‘‘adjustment’’ in Wong et al. (2020).

Similar to the BL/GL, an additional ‘‘performance history’’

(PH) QC check was introduced in iQuam v2.1. Its major

premise is that if a platform has a track record of poor perfor-

mance in the near past, it is likely that its sensor is subject to

long-term malfunction or failure, so that all measurements fol-

lowing the period of such poor performance are flagged as sus-

picious. The PH check is performed daily based on the results of

regular iQuam QC checks. If the iQuam error rate (i.e., per-

centage of measurements flagged as bad by the regular iQuam

QC, excluding the PH) of each individual platform ID for a prior

10-day window is larger than the preset threshold (currently,

50%), then the corresponding ID and all its measurements for

that day are flagged by the PH check as ‘‘suspicious.’’ Note that,

unlike the drifter BLorArgoGL, the iQuamPH is applied to all

platforms reported in iQuam and is recalculated daily.

c. Comparison of iQuam QC with data providers’ QCs:

‘‘Confusion matrix’’

Note that flagging a measurement as ‘‘good’’ (5‘‘pass QC’’)

is done differently in each QC scheme. In iQuam, in addition to

the positive binary checks, a good value should haveP(QC)# 0.5

TABLE 2. As in Table 1, but for Argo floats and IMOS ships.

Platform/category Percentage of NOB Against Reynolds m 6 s (RSD) (K) Against CMC m 6 s (RSD) (K)

Argo (100% 5 643 666)

IQ*AR 20.2 0.13 6 0.55 (0.45) 0.06 6 0.30 (0.23)

IQ-AR 79.4 0.17 6 0.58 (0.48) 0.06 6 0.32 (0.24)

AR-IQ 0.4 0.03 6 2.58 (2.20) 20.33 6 2.24 (1.94)

IMOS (100% 5 3 675 244)

IQ*IM 78.1 0.00 6 0.59 (0.51) 0.08 6 0.38 (0.30)

IQ-IM 21.2 20.10 6 0.59 (0.52) 0.06 6 0.37 (0.27)

IM-IQ 0.7 20.37 6 1.46 (1.20) 0.32 6 1.42 (1.44)

FIG. 3. Dependence of DT5 Tin_situ 2 TCMC on LST (lines; left Y axis) and corresponding normalized frequencies (bars; right Y axis) for

different platform types, in three QC subsamples: IQ*X, IQ-X, and X-IQ.
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or 0.1 when compared with aReynolds or CMC reference field,

respectively (Xu and Ignatov 2014). In ICOADS, a measure-

ment is considered to have ‘‘passed’’ when binary flags are

positive and the trimming flag is within the mean6 2.8s range.

In Argo QC, a ‘‘pass’’ is assigned when the value passes all

checks and has been properly adjusted, with its vertical sam-

pling scheme being either primary (within 10-m depth) or

near-surface. For IMOS ships, a value passes QCwhen all tests

have positive outcomes.

In this study, iQuam QLs are compared with the external

QFs, using the ‘‘confusion matrix’’ method. When comparing

iQuam (IQ) and external (X) QC, the sample is defined as the

set where SST passes at least one of them, and broken into

three subsamples as follows:

1) IQ*X: SST passes both iQuam and external (X) QCs

(‘‘iQuam/X intersection’’),

2) IQ-X: SST passes iQuam QC but fails external (X) QC

(‘‘iQuam complement’’), and

3) X-IQ: SST fails iQuamQC but passes external (X) QC (‘‘X

complement’’).

All analyses are based on these three ‘‘confusion matrix’’

categories. If iQuam and X QCs are consistent, then 100%

should fall in the intersection category, with 0% in the

two complements. If a complement is nonzero, but its SST

‘‘errors’’ are indistinguishable from the intersection, then

it is a ‘‘false alarm’’ (i.e., a good measurement flagged as

bad). Error is defined as SD or robust SD (RSD; defined as

1.5 times the median of the absolute differences from the

median biases) of in situ minus reference SST (from either

of the two global L4 analyses). If SST ‘‘errors’’ in a com-

plement are significantly larger than in the intersection, then

it is a ‘‘leakage’’ (i.e., bad measurement flagged as good). For

example, if the values in the iQuam complement have larger

‘‘errors,’’ it means the iQuam QC method failed to pick out

those bad measurements and wrongfully flag them as good,

hence a ‘‘leakage’’ in the iQuam QC method. (Note that one

cannot rule out that both QC methods may improperly flag

a valid observation as ‘‘bad,’’ which is then not included

in this study. However, such occurrences, if they occur, are

deemed to be infrequent and are expected to have only an

insignificant effect on the results and overall conclusions of

this study).

Considering that ICOADSR3.0 DM data are only available

through the end of 2014, a 3-yr period from 2012 to 2014 was

used in the iQuam/ICOADS QC comparison. For Argo and

IMOS, three different years from 2017 to 2019 were used to

take advantage of increased data volumes.

3. Results

a. Statistics

The performance of iQuam QC is first evaluated by ana-

lyzing the frequency distributions of DT5 Tin_situ2 Tref, in the

FIG. 4. Wind speed for ICOADS C-moorings as a function of LST,

stratified by three iQuam/ICOADS QC subsamples.

FIG. 5. As in Fig. 3, but as a function of month.
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three iQuam/ICOADS QC subsamples: IQ*IC, IQ-IC, and

IC-IQ. The four platform types in ICOADS, ships, drifters, and

T- and C- moorings, are investigated separately. The normal-

ized frequency distributions of DT (against both Reynolds and

CMC L4 SSTs) are shown in Fig. 1, and the corresponding

statistics are summarized in Table 1.

Several observations emerge from Fig. 1 in conjunction with

Table 1. First, traditional ship SST measurements have the

least favorable statistics, out of the four platforms. This ob-

servation holds against both Reynolds and CMC SSTs. Their

SD/RSDs are larger, as attested to by wider distributions in

Figs. 1a and 1b, and their less Gaussian shapes. Drifters (which

have the largest number of observations) and T-moorings have

comparable, and the smallest, SD/RSDs, of all four platform

types. The IQ*IC category accounts for the majority of all

the observations (ranging from ;71% to ;91% for different

platforms) and has the best statistics for all platforms. For

nearly all cases, the iQuam complements IQ-IC (i.e., when

iQuam QC passes and ICOADS QC rejects the data) have

shapes (in Fig. 1; orange lines) and statistics (in Table 1)

similar to the intersection IQ*IC (Fig. 1; blue lines), sug-

gesting that these values are of reasonably fine quality, de-

spite the fact that they fail the ICOADS QC. However, the

ICOADS complement IC-IQ (i.e., data passing ICOADS

QC but failing iQuam QC; Fig. 1, green line) usually shows

broader non-Gaussian distributions, with larger SD/RSDs.

The only exception is the T-moorings, for which the shapes of

IQ*IC and IC-IQ histograms are similar, just with a wider and

positively shifted IQ-IC peak (Figs. 1e,f). The likely cause of

the positive bias observed in Figs. 1e and 1f may be diurnal

warming, as discussed later. The small IQ-IC data volume

(only 0.3% of .1.7 3 106 data points) may also be a con-

tributing factor to the unstable/unreliable statistics in this

subsample. In all cases, the CMC reference appears a better

proxy of in situ SSTs, consistent with similar observations

made in previous studies (Dash et al. 2012; Martin et al. 2012;

Saha et al. 2012).

Similar QC comparisons have been performed for iQuam

with Argo floats and iQuam with IMOS ships (Fig. 2 and

Table 2). For both platforms, the iQuam complements (IQ-AR

and IQ-IM) have nearly identical distribution shapes (Fig. 2;

orange lines) and statistics to those of IQ*AR and IQ*IM

(Fig. 2; blue lines), respectively, suggesting that some good

quality data may have been discarded by the Argo or IMOS

QCs. In contrast, theArgo and IMOS complements have wider

distributions (with SD/RSDs that are 3–4 times as large) with

non-Gaussian shapes (Fig. 2; green lines). Note that unlike all

other platforms, the IQ-AR (not IQ*AR) accounts for the

majority of observations (79.4%). This is because the current

implementation of iQuam, in which the RT data (which come

with no QC) are ingested first and are never replaced with the

DM data, leads to a much larger portion of RT data in the

output files. Work is under way to replace RT with DM data as

soon as the latter become available. If only DM Argo data

were considered in the comparison, then the IQ*AR inter-

section would have constituted ;90%. A closer agreement of

the CMC SSTs with in situ data is consistently observed. For

the remainder of this paper, only the CMC reference is used.

b. Dependence on environmental conditions

1) DIURNAL CYCLE

To gain further insight into the results of section 3a, the

DT 5 Tin_situ 2 TCMC was plotted as a function of local solar

time (LST) in Fig. 3 for all platforms and QC categories. As

expected, for most platforms, the DT trends for iQuam com-

plements (orange lines) follow closely those of IQ*X (blue

lines). A mild diurnal variation (DV) pattern is observed, with

the DTs reaching maximum at ;1400–1600 LST, for both

subsamples. The only exception is the T-moorings, for which

the iQuam complement (IQ-IC; orange line in Fig. 3c) shows a

stronger DV shape (cf. slightly positive IQ-IC peaks in

Figs. 1e,f). Also, note that a relatively large portion of data

in iQuam complements (orange bars) falls between 1200 and

1800 LST (Fig. 3c). Some measurements here that fail

ICOADS QC but pass iQuam QC are likely good data with

larger DV amplitudes (up to ;0.7 K).

However, for other platforms the DV signal is not always

picked up by iQuam QC. For instance, the ICOADS comple-

ments for drifters (Fig. 3b) and C-moorings (Fig. 3d) (IC-IQ;

green lines) have a typical DV pattern with amplitudes of

FIG. 6.Wind speed from (a) ICOADSC-moorings and (b) IMOS

ships as a function of month, stratified by iQuam/ICOADS and

iQuam/IMOS QC subsamples.
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;0.45 and 1.10K, respectively. A large portion of IC comple-

ments for C-moorings is found between 1200 and 1800 LST

(Fig. 3d; green bars). However, these values, which appear

to be good quality data with larger DV, do not pass the

iQuam QC.

To further confirm that these are diurnal warming signals,

the wind speed dependence for the C-moorings is plotted

as a function of LST (Fig. 4). The wind speed is chosen since

it is the most important factor in propagating insolation

through the surface and controlling the DV amplitude (e.g.,

Fairall et al. 1996; Kawai andWada 2007; Zhang et al. 2016).

Clearly, in comparison with the other two categories, the

winds for the IC complement (green line) are calmer be-

tween 1200 and 1800 LST, explaining the larger-amplitude

DV in this subsample.

2) SEASONAL CYCLE

Seasonal evolution of DT is shown in Fig. 5. For all plat-

forms, except for T-moorings (Fig. 5c), the IQ*X and iQuam

complement (IQ-X) behave similarly, with both lines fol-

lowing each other closely. The very small data volume of

IQ-IC for T-moorings may be partially responsible for the

unexpected drift of the IQ-IC line (orange). The external

QC complements (X-IQ; green lines) show strong seasonal

fluctuation, indicating that their quality may be less stable

in time.

A further analysis of wind speed as a function of month

is conducted to see if the seasonal SST DV is a contributor to

the behaviors of external QC complements (Fig. 6). Only

ICOADS C-mooring and IMOS results are shown because of

their larger X-IQ DT monthly variations (Figs. 5d,f; green

lines). Figure 6a shows that the wind speed from C-moorings

keeps decreasing from January to May for IC-IQ (green line),

which correlates with the increasing trend of DT (green line) in

Fig. 5d. Similarly, both the maximum DT and the minimum

wind speeds for the IMOS complement (green lines in Fig. 5f

and Fig. 6b, respectively) are seen in August. Although the

numbers of valid wind speed observations may be small for

some months, this trend still suggests that seasonal SST DV

could be partially responsible for the fact that the measure-

ments pass external QC but fail iQuam QC.

3) SEA SURFACE TEMPERATURE TRENDS

Next, the performance of iQuam QC under different tem-

perature conditions is studied (Fig. 7). For all platforms, the

IQ-X measurements show fine quality under all temperature

conditions, with the lines (orange) following closely those of

IQ*X (blue). The external QC complement measurements,

however, display larger DT variations. Another pattern that

stands out is that for Tin_situ . 288C, all lines start to have

positive DTs, which are very likely to be diurnal variation sig-

nals at stratified waters. Note that the amplitudes of DTs for
Argo are the smallest, given that the majority of Argo mea-

surements are taken at a depth (;5m) more representative of

the reference fields. Very warmwaters (.288C) aremore often

FIG. 7. As in Fig. 3, but as a function of Tin_situ.

FIG. 8. Dependence of DT 5 Tin_situ 2 TCMC on depth for Argo

data (leftY axis), and corresponding normalized frequencies (right

Y axis), by three QC categories.
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observed in the tropical regions, especially in the tropical warm

pool (western Pacific and eastern Indian Oceans), where DV

events may occur frequently due to a combination of calm

winds and strong insolation (Zhang et al. 2016). The external

QC complement values typically have much larger DTs for

Tin_situ. 288C (Figs. 7a,d,f; green lines). Again, both less stable

data quality and DV are contributors. Finally, it is noticed

that a larger portion of IQ complement values are measured at

lower temperature conditions (Tin_situ , 108C) for ICOADS

drifters (orange bar in Fig. 7b). A spatial distribution indicates

that these drifters are seen more in the mid- to high latitudes

(shown later).

4) ARGO DEPTH

Since Argo measurements within the top 10-m ocean layer

are all included in iQuam, the behavior of iQuam QC on dif-

ferent depths is investigated by comparing with Argo QC

(Fig. 8). Most Argo observations are made at 4–5-m depth,

which is the uppermost layer at which the primary sensor

measures temperature. Above ;4-m depth, SSTs are usually

FIG. 9. Spatial distribution ofDT from (a),(c),(e) ICOADS drifters and (b),(d),(f) Argo floats, byQC categories: (top) IQ*X, (middle) IQ-

X, and (bottom) X-IQ.
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measured by the auxiliary sensor with a second observation

number peak at 1–2-m depth. Many fewer data are collected

below 7m. The iQuam QC performs very well at all depths,

with the average IQ-AR values being around ;0.1K. The

jumps in the Argo QC complement DTs (green line) observed,

especially toward deeper layers (.7-m depth), may, at least in

part, be due to the reduced data volume.

c. Spatial distribution

The performance of iQuam QC is now assessed spatially.

Since only drifters and Argo floats have near-global cover-

age, their DT distributions for each category are plotted and

shown in Fig. 9. For drifters, IQ*IC has relatively small

amplitude DTs globally (Fig. 9a). The IQ complement

measurements are mostly found in the North Atlantic

Ocean, the Indian Ocean, and the Southern Ocean (Fig. 9c).

While those large amplitude DTs found in the North

Atlantic and the Indian Ocean are positive, most DTs over
the Southern Ocean are negative. The values that pass

ICOADS QC but not iQuam QC mostly have large ampli-

tudes, either positive or negative, with an almost global

coverage (Fig. 9e).

The DT distributions and amplitudes of IQ*AR (Fig. 9b)

and IQ-AR (Fig. 9d) are very similar (recall that IQ-AR ac-

counts for 79.4% of all observations). The much fewer AR-IQ

measurements are observed frequently in the Gulf Stream, the

Eastern Australian Current, the Brazil Current, and part of the

Antarctic Circumpolar Current. All these regions are charac-

terized by sharp horizontal and vertical temperature gradients.

The amplitudes of AR-IQ DTs appear large (Fig. 9f). It cannot
be ruled out that in such areas, the CMC reference field may

underrepresent some finer temperature details, possibly af-

fecting and degrading performance of iQuam QC.

d. PH against CMS BL and Argo GL

Since the iQuam PH, CMS BL, and Argo GL are all

platform-specific QC checks (i.e., detecting abnormal perfor-

mance of individual platforms rather than individual mea-

surements), they are the only QC checks applied for this part

with all other QC filters ignored. Drifter data are used for the

comparison between PH and BL because the CMS BL is

available only for drifters. Only RT Argo measurements are

included for the PH-versus-GL comparison because GL does

not apply for DM data. Note that if a platform passes the BL

test, it means it is of good quality.

The DT distributions are shown in Fig. 10, and statistics are

in Table 3. It is observed that iQuam PH is largely consistent

with the CMS BL and Argo GL, with PH*BL and PH*GL

accounting for 96.5% and 99.7% of all observations, respec-

tively. Since no other QC checks are employed, the SDs are

much larger when compared with those QCed drifters and

Argo data, yet the RSDs are similar (Table 2). This is clearly

due to the many outliers included in this analysis. The PH test

appears rather strict with both PH-BL and PH-GL values

making up only 0.1% of all data. Although the PH-BL (orange

line in Fig. 10a) and PH-GL (orange line in Fig. 10b) DT dis-

tribution shapes tend to resemble those of PH*BL (blue line

in Fig. 10a) and PH*GL (blue line in Fig. 10b), respectively,

FIG. 10. Normalized frequencies of DT for (a) drifters and (b) Argo

floats, stratified by PH/BL and PH/GL quality flags.

TABLE 3. Statistics of DT for the three categories between PH/BL and PH/GL for drifters and Argo floats, respectively.

Platform/category Percentage of NOB Against CMC m 6 s (RSD) (K)

CMS BL (100% 5 40 245 749)

PH*BL 96.5 0.06 6 0.98 (0.21)

PH-BL 0.1 23.27 6 10.48 (1.89)

BL-PH 3.3 21.46 6 6.81 (2.12)

Argo GL (100% 5 660 168)

PH*GL 99.7 20.01 6 1.18 (0.24)

PH-GL 0.1 20.18 6 3.23 (0.69)

GL-PH 0.2 21.37 6 4.76 (1.37)
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the PH complement data may not be sufficiently represen-

tative to draw far-reaching conclusions. Although the data in

the BL-PH and GL-PH complements are somewhat larger in

numbers, their statistics are even less favorable.

The spatial distributions of DTs from all three categories for

two platforms are shown in Fig. 11. The DTs from PH*BL

(Fig. 11a) and PH*GL (Fig. 11b) are relatively uniformly dis-

tributed across global oceans with mild amplitudes. Drifters

that pass BL yet fail PH tend to cluster in higher latitudes

as well as in the areas with strong currents, such as the Gulf

Stream, the Kuroshio, and the Eastern Australian Current

(Fig. 11e). Because of the small data volumes, the platforms in

the PH complements (Figs. 11c,d) and GL complements

(Fig. 11f) are too sparsely distributed to display any statistically

significant pattern.

4. Discussion and conclusions

Given the importance of the in situ SST measurements in

satellite SST Cal/Val and data assimilation, the iQuam system

was established at NOAA in 2009 to support such activities by

collecting, quality controlling, and monitoring different in situ

FIG. 11. Geographical distribution of DT for (a),(c),(e) drifters blacklist (X5 BL); and (b),(d),(f) Argo floats gray list (X5GL), in three

iQuam performance history (PH) QC subsamples: (top) PH*X, (middle) PH-X, and (bottom) X-PH.
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observations. In this study, the performance of iQuam QC is

compared with some of the other quality flags supplied with the

in situ SST inputs ingested into the iQuam system, including

the ICOADS R3.0, Argo, and IMOS ship measurements.

Different platforms (e.g., ships, drifters, and moorings) in

ICOADS are investigated separately. TheQC comparisons are

conducted under different environmental conditions (e.g., lo-

cal times, SST conditions, and depth) and spatially across

global oceans.

Overall, the iQuamQChas illustrated good performance for

all platform types, under various observational conditions. As

expected, when a value passes both QC schemes, it has the

best quality. The IQ complement measurements (i.e., the data

that pass iQuam QC but fail external QC) continue to consis-

tently display good quality. Inmany cases, they are comparable

to those that pass both QC schemes. Conversely, data that pass

external QC but fail iQuamQC often show less stable behavior,

with worse performance statistics and large discontinuities

on daily and monthly time scales. These measurements may

have questionable quality and more outliers. The need for

improved ICOADS QC was recognized as a major priority in

previous ICOADS versions (Wolter 1997; Woodruff et al.

2011). Although some updates were added in R3.0, ICOADS

QC is deemed to still have room for improvement. The rela-

tively robust performance of iQuamQC, in the context of Argo

and IMOS QCs, is largely due to a combination of the well-

behaved CMC L4 reference field, employed in conjunction

with the Bayesian reference and buddy checks. More outliers

are therefore discarded, yet many good measurements re-

tained. The period from 1981 to 1991 not covered by CMC data

is more problematic, as the Reynolds L4 product is less accu-

rate relative to the CMC L4 product, and likely even more

degraded in the earlier satellite years. The PH check in iQuam

turns out to be as effective as the CMS BL and Argo GL, with

the advantage of being applied to all platforms, unlike the BL

and GL, which are only applied to drifters and Argo floats,

respectively. In the future, another blacklist produced by the

Met Office, may be explored.

Several issues with iQuam QC have been identified. The

most prominent one is the overscreening of large DV signals.

The major reason is that both the CMC and Reynolds refer-

ence fields are designed to be foundation temperatures (typi-

cally corresponding to ;5–10-m depth, with, supposedly, no

DV signals). However, the iQuam QC applies the reference

checks not only during the nighttime, but during the daytime as

well. The effect is most evident in coastal regions (e.g., when

iQuam QC is compared with ICOADS QC for C-moorings),

where DV can have large amplitudes, yet CMC and Reynolds

SSTs may be of degraded quality. Another issue noticed in this

study is that spatially, iQuam QC may also degrade in certain

regions with strong currents and sharp vertical and horizontal

temperature gradients, such as the Gulf Stream and the

Eastern Australian Current, where the CMC and Reynolds

fields miss some detailed spatial features. The globally uniform

spatial spike check thresholds may not be applicable in certain

areas, for some platforms.

Future work toward improved iQuam QC may include a

possible replacement of the CMC field with a more accurate

dataset, with more realistic and detailed spatial–temporal reso-

lution, resolving the DV signals and finer spatial features. If

such a reference is not available in the short term, another option

is to superimpose modeled DV signals onto the CMC data (e.g.,

While et al. 2017). The globally uniform spike check threshold

may be tweaked regionally, to meet the more stringent re-

quirements in dynamic areas, such as theGulf Stream,Kuroshio,

Agulhas or Brazil currents. New approaches to QC that are

based on reduced weight on the reference fields, and more an-

alyses of continuity of the time series, will be also explored.
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